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Deep neural networks are vulnerable to adversarial perturbations 
and are easily fooled. In our project, we present an evaluation of 
different defense schemes that alter the structure of adversarial 
perturbation and defend against adversarial. The defense schemes 
we investigate is model-agnostic. Therefore, It is difficult for the 
attacker to circumvent the defense due to the randomness of the 
method. The evaluation we obtained can be used as reference for 
deploying different defense strategy under different circumstances.

Introduction

Adversarial Attack Methodology

Results

We aim to investigate how applying different combinations of 
transformation with different parameter as defense schemes on 
input data influences the classification result of both original and 
adversarial image. The  evaluation of  the  defense schemes  is 
based on  three  metrics:
1.The gap between confidence
of true class for untransformed
sample and transformed sample. 
(M1)
2.The increase of confidence
of true class for adversarial
samples.(M2)
3.The decrease of confidence of
target class for adversarial
samples.(M3)

Sample Random Crop:
Note the transformed
image must have the
same size as original
image does.

Our assumption on the success of adversarial attack is that such 
attack produces noise with a specific structure that helps fooling the 
neural network. To negate this attack, destroying this structure by 
applying transformation on images before getting the prediction 
would possibly work. In our project we attempt several 
transformation methods.

Gaussian Noise: adds random perturbation following Gaussian 
Distribution on to the initial image.
Speckle Noise: a granular noise that widely exists as image noise.
Gaussian Blur: smooth the initial image with Gaussian Function.
Random Crop: randomly crop the initial image and then resize back.

Adversarial examples are imperceptible to human but can easily 
fool Deep Neural Networks in the testing/deploying stage. 
In this project we try three different attack methods:
Fast Gradient Sign Method(FGSM): Performing one step gradient 
update along the direction of the sign of gradient at each pixel.
Iterative - Fast Gradient Sign Method(I-FGSM): Extending Fast 
Gradient Sign method by running a finer optimization (smaller 
change) for multiple iterations. In each iteration, it clips pixel values 
to avoid large change on each pixel.
L-BFGS: Using a L-BFGS method to minimize the distance 
between the image and the adversarial as well as the cross-entropy 
between the predictions for the adversarial and the target class.
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• The above graph shows the effectiveness of four proposed input 
transformation to defend against IFGSM.

• Gaussian Blur is the most effective tool among four choices with 
regard to the metrics while Random Crop is not promising in 
defending adversarial attack.
• We try some combinations of input transformation to see if they 

are better than using only one transformation.

• Gaussian Blur + Gaussian Noise is the most effective in situation 
where the decrease of confidence in target class(M3) is more 
valued.

• Speckle Noise + Gaussian Blur is most effective in situation 
where the tolerance for the gap between confidence of true class 
for untransformed sample and transformed sample(M1) is small.


